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ABSTRACT 
 

Sample size estimation is very crucial in any research design. A research design with less 
sample size may give a biased result or inconclusive result. A research design with very large 
sample size than required results is waste of resources, time and energy. So, it is very 
essential to determine ‘ideal’ or ‘optimum’ sample size. This article gives formulae and R 
code for determining sample size for single mean, two means, single proportion, two 
proportions, proportion in survey type data, case control studies, cohort studies, correlation 
coefficient and difference between correlation coefficients. 
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Introduction 
 
The design of research studies is essentially a plan for collecting information. A commonly 
asked question in any research activity is ‘what should be the sample size required for the 
study?’ This is one of the critical research methodological issues to be sorted out at the 
beginning of the study. Research studies can be classified into surveys, experiments, case-
control studies, observational studies etc. They need to be carefully planned to achieve 
the objective of research study. Planning of a good research has many steps, from defining 
the problem, defining the population by setting inclusion and exclusion criteria, setting up 
null and alternative hypothesis, defining the outcome variables, measurement techniques, 
determining the optimum sample size, randomisation, proper selection of sampling units, 
data management, use of appropriate statistical methods etc.  The basic aim of any 
research study is to achieve the internal and external validity by managing the 
confounding bias, selection bias and information bias. 
 
A research study is said to be scientific and systematic if it has good sampling design. A 
sampling design describes the techniques and procedures adopted to select the sample. 
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Method of selection of sample forms the primary unit of any research study. 
Determination of sample size depends on the objective of the research. In other words it 
depends on the type of inference expected of the research. The sample size is affected 
more by the variability i.e. standard deviation of the outcome variable, study design and 
power of research.  
In addition, sample size is important for economic reasons, as undersized study can result 
in waste of resources since it may not produce useful results while oversized study uses 
more resources than necessary. 
 

Factors that influence the sample size: 

 Study design, outcome variable and sample size 

 level of significance α 

 Power 1-β 

 The minimum detectable difference 

 The standard deviation 

 

Study design, outcome variable and sample size 

Researches of Descriptive type require large sample size. Experimental type of researches 

requiresmall sample size. Cross over designs require one-fourth of size of the control 

group. A pre-post type of study in a single group requires half the size of a similar study 

with control group. A one tailed hypothesis study design requires 20% lesser sample as 

compared to two tailed hypothesis study design. 

 

Level of significance α 

 

Any research study should include statistical inference. Statistical inference provides tools 

and techniques required for decision making regarding the characteristics of interest with 

the help of sample drawn from the population. Statistical inference has two main 

divisions  

 Theory of estimation 

 Testing of hypothesis 

 

In theory of estimation, a population parameter is estimated. In testing of hypothesis, 

population parameter is tested for its validity. 

Hypothesis is a statement regarding the parameters of the population. There are two 

types of hypothesis – Null hypothesis and Alternative hypothesis. The hypothesis which is 

often being tested for possible rejection is said to be Null hypothesis, denoted by 𝐻0. 

Alternative hypothesis is the hypothesis that is accepted when the Null hypothesis is 

rejected. It is denoted by 𝐻1. 

The decision taken to accept or reject the Null hypothesis is based on the inference drawn 

from the sample drawn from the population. So, if the decisions are not taken properly, 

errors are committed. The following table-1 explains the errors. 

 

Table 1 (See Tables & Figures Section) 

 

P[committing Type1 error] =P[reject 𝐻0 /𝐻0 is true] is called Level of significance.  
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It is denoted by α. 

 

P[committing Type 2 error] =P[accept 𝐻0 /𝐻0  is not true] =β. 

1-β = P[reject 𝐻0 /𝐻0  is not true] is called POWER of the test which is to be maximized.  

 

Power 

 

Statistical power is the probability of a statistical test indicating significant difference 

when it is actually true. 

 

One tailed and Two tailed tests 

While testing 𝐻0 , if the critical region or the rejection region is considered on one tail of 

the null distribution of the test statistic, the test is said to be One tailed. On the other hand, 

if the critical region is considered on both the sides of the null distribution of the test 

statistic, the test is Two tailed.  

𝐻1 : µ1>µ2 or 𝐻1 : µ1<µ2 are One tailed tests, in particular upper tailed and lower tailed 

tests respectively where as   𝐻1 : µ1 ≠  µ2 is a Two tailed test. 

If the test is One tailed and is lower tailed, then the critical value is  -𝑍𝛼  and if the test is 

One tailed and is upper tailed, the critical value is  𝑍𝛼 . If the test is Two tailed, the critical 

values are ( -𝑍𝛼/2 , 𝑍𝛼/2).  

Normal deviates for Type 1 error(α) 

 

                                              Table 2 (See Tables & Figures Section) 

 

Normal deviates for statistical power 

 

Table 3 (See Tables & Figures Section) 

 

The minimum detectable difference 

 

This is the minimum difference between the groups under study that the researcher 

would be interested in detecting. This is also known as the ‘effect size’. The effect size may 

be determined from pilot studies or prior studies. 

 

The standard deviation 

 

The standard deviation or variance may be obtained from pilot studies or prior studies. 

 

Sample size determination and R code for various study designs. 

 

Any research study can be classified under three categories namely Superiority study, 

Equivalence study and Non inferiority study.  
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Superiority study: In this type of study, the researcher tries to establish supremacy of 

Effect of ‘B’ over ‘A’, or may like to find out whether Treatment B is better than Treatment 

A, or the researcher may like to find out whether new drug is better than the existing one. 

Here, to determine the sample size, the researcher must decide in advance the margin of 

difference (d) between ‘A’ and ‘B’. 

The sample size is estimated using the formula  

 

N  =
(𝑍𝛼+𝑍1−𝛽 )2𝑠2

𝑑2  

  

Where 

𝑍𝛼 is the normal deviate,  

𝑍1−𝛽 is the normal deviate at (1-β)% power. 

𝑠2is the variance and   𝑠2=𝑝1(1-𝑝1)+𝑝2(1-𝑝2)  where 𝑝1 and 𝑝2 are the proportions of the 

study of interest of A and B. 

d    is the margin of difference between A and B 

 

Example 1.In naive cases of chronic hepatitis C genotype 1 pegylated interferon along 

with ribavirinproduced sustained virologic response in about 40%. Estimate the sample 

size required to test a new regimen that can increase the sustained response in this type 

of patients to 60% with a power of 80% at 5% level of significance[17]. 

 

Here, p1=0.4 and p2=0.6 

𝑠2 = 𝑝1(1-𝑝1)+𝑝2 (1-𝑝2)  = 0.48 

 

N=  
(1.64+0.84)2  ∗0.48

0.22  =74 for each treatment. 

R code: 

 

Nestimate<-function(Ztab, Zpower, p1,p2, d) 

{ 

s=sqrt((p1*(1-p1))+(p2*(1-p2))) 

N=((Ztab+Zpower)^2*s^2)/d^2 

return(N) 

} 

For the above example, type the R code in R console/R studio and specify values in the 

statement 

Nestimate(1.64,0.84,0.4,0.6,0.2)   to get ‘N’. 

 

Equivalence study: In this type of study, the researcher tries to find out if the effect of ‘B’ 

is same as that of ‘A’, i.e. whether the effect of treatment B is the same as that of treatment 

A, or the effect of new drug is same as that of existing one.Here, to determine the sample 

size, the researcher must decide the small allowable interval of difference (-d, d) which is 

not going to affect the quality of A as compared to that of B. The researcher must note that 

if ‘d’ is taken as zero, sample size cannot be determined. Here, the sample size is estimated 
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using the same formula as the superiority trial, except that the test is two tailed and so, 𝑍𝛼     

is replaced by  𝑍𝛼/2  in the formula. Hence the sample size is estimated using the formula 

 

N  =
(𝑍𝛼/2+𝑍1−𝛽 )2𝑠2

𝑑2  

  

Where 

𝑍𝛼/2is the the normal deviate,  

𝑍1−𝛽 is the normal deviate at (1-β)% power. 

𝑠2is the variance and   𝑠2 =  𝑝1(1-𝑝1)+𝑝2 (1-𝑝2)  where 𝑝1 and 𝑝2 are the proportions of the 

study of interest of A and B.     

d    is the interval of difference between A and B. 

 

Example 2.The therapeutic equivalence between the present regimen of 

pegylatedinterferonplus ribavirin and a new regimen with fewer side effects needs to be 

tested in the patients described in example 1 using an RCT. The number of patients 

necessary for this trial is required to be estimated. The power of the trial should be 80%. 

The level of significance is  5%. The therapies would be considered equivalent if the 

confidence interval for the difference in proportion with sustained response falls within 

the interval ±0.10%[17]. 

 

Here, p1=0.4 and p2=0.6 

𝑠2 = 𝑝1(1-𝑝1)+𝑝2 (1-𝑝2)  = 0.48 

 

N  =
(1.96+0.84)2   0.48 

0.12  =376 for each treatment. 

 

R code: 

Nestimate<-function(Ztab, Zpower, p1,p2, d) 

{ 

s=sqrt((p1*(1-p1))+(p2*(1-p2))) 

N=((Ztab+Zpower)^2*s^2)/d^2 

return(N) 

} 

For the above example, type the R code in R console/R studio and specify values in the 

statement 

Nestimate(1.96,0.84,0.4,0.6,0.1)   to get ‘N’. 

 

Non inferiority study: In this type of study, the researcher tries to explain that effect of ‘B’ 

is not worse than ‘A’ that is new drug is not worse than the existing one. That means to 

say that the new drug may not be better than the existing one but definitely not inferior to 

the existing one.Here, the researcher tries to explain that the difference in effect between 

B and A is not less than ‘-d’ [17]. 

The test is one tailed. The sample size is estimated using the formula 
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N = 
(𝑍𝛼+𝑍1−𝛽 )2𝑠2

𝑑2  

  

Where 

𝑍𝛼 is the normal deviate,  

𝑍1−𝛽 is the normal deviate at (1-β)% power. 

𝑠2is the variance and   𝑠2 = 𝑝1(1-𝑝1)+𝑝2 (1-𝑝2)  where 𝑝1 and 𝑝2 are the proportions of the 

study of interest of A and B.     

d(rather –d)   is the value above which the difference in effects should lie. 

 

Example 3.We shall now conduct the trial described in Example 2 as a non- inferiority 

trial. So the trial should be one-sided. The only difference would be that one should use 

𝑍𝛼 instead of 𝑍𝛼/2[17]. 

 

Here, p1=0.4 and p2=0.6 

𝑠2 = 𝑝1(1-𝑝1)+𝑝2 (1-𝑝2)  = 0.48 

 

N = 
(1.64+0.84)2  ∗0.48 

0.12  =295 for each treatment. 

 

R code: 

 

Nestimate<-function(Ztab, Zpower, p1,p2, d) 

{ 

s=sqrt((p1*(1-p1))+(p2*(1-p2))) 

N=((Ztab+Zpower)^2*s^2)/d^2 

return(N) 

} 

For the above example, type the R code in R console/R studio and specify values in the 

statement 

Nestimate(1.64,0.84,0.4,0.6,0.1)   to get ‘N’. 

 

Figure 1 (See Tables & Figures Section) 

 

(From Erik Christensen.Methodology of superiority vs. equivalence trialsand non-

inferiority trials.Journal of Hepatology 46 (2007) 947–954.) 

 

 

 

 

Sample size estimation for testing Mean of a population: 

 

Suppose a researcher is interested in testing whether mean of a population is a value µ0 , 

the sample size can be estimated using the formula  

N = 
(𝑍𝛼/2)2 𝑠2

𝑑2      , for a Two tailed test 
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N = 
(𝑍𝛼 )2 𝑠2

𝑑2       , for a One tailed test 

Where 𝑍𝛼/2 and 𝑍𝛼  are the normal deviates,  s   is the sample standard deviation and           

d is the margin of difference from the true  mean. 

 

Example : In a study involving mean weight of containers, containing a particular health 

drink, the researcherwants to estimate the mean weight of the containers and is deciding 

the margin of difference in weight to be 0.5 kgs, with sample standard deviation of 2 kgs 

and level of significance 5%, the sample size is estimated as  

N = 
(1.96)222

0.52  =61.5 =62 

 

R code: 

 

Nestimate<-function(Ztab, s, d) 

{ 

N=((Ztab)^2*s^2)/d^2 

return(N) 

} 

For the above example, type the R code in R console/R studio and specify values in the 

statement 

Nestimate(1.96,2,0.5)   to get ‘N’. 

 

Sample size estimation for two means: 

 

Suppose a researcher is interested in testing whether means of two populations are the 

same, 𝐻0  will be  𝐻0 : µ1 = µ2  against the alternative,  𝐻1 :µ1 = µ2+d where d is the 

difference between the means. The sample size is estimated as 

N = 
(𝑟+1)(𝑍𝛼

2
+𝑍1−𝛽 )2𝜎2

r𝑑2    , for a two tailed test 

N = 
(𝑟+1)(𝑍𝛼+𝑍1−𝛽 )2𝜎2

r𝑑2    , for a one tailed test 

Where r=
𝑛1

𝑛2
  , n1 and n2 are the sizes of the first sample and the second sample from the 

first population and the second population respectively and N =n1+n2. 

𝑍𝛼/2and𝑍𝛼are the normal deviate at level of significance α.  

𝑍1−𝛽 is the normal deviate at (1-β)% power. 

σ is the common standard deviation. 

 

Example: A researcher gave intelligence test to equal groups of boys and girls and found 

that the mean marks scored by boys was 80 and that by girls was 85, with a common 

standard deviation of 7. The total sample size required for the study with α=0.05 and 

power=90% is  

N = 
(1+1)(1.96+1.28)272

1∗(85−80)2  = 41.2=41 

R code: 
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Nestimate<-function(r,Ztab,Zpower,sigma,d) 

{ 

N=((r+1)*(Ztab+Zpower)^2*sigma^2)/(r*d^2) 

return(N) 

} 

For the above example, type the R code in R console/R studio and specify values in the 

statement 

Nestimate(1,1.96,1.28,7,5)   to get ‘N’. 

 

Sample size estimation for Proportion: 

 

Suppose a researcher is interested in testing for a population proportion P, the sample 

size can be estimated using the formula 

N = 
(𝑍𝛼

2
 ) 2  P(1−P)    

𝐸2  , for a two tailed test 

N = 
(𝑍𝛼  ) 2  P(1−P)    

𝐸2 , for a one tailed test 

Where  

𝑍𝛼/2and𝑍𝛼   are the normal deviate at level of significance α.  

P is the proportion of event of interest. 

E is the margin of error allowed by the researcher. 

Generally, E will be 10% of P. 

 

Example: Past experience shows that 25% girls viewed cricket match. Assuming 10% 

margin of error, at 5% level of significance, the sample size becomes  

N = 
(1.96 ) 2  0.25(1−0.25)    

(0.1∗0.25)2  =1152.5=1153 

 

R code: 

 

Nestimate<-function(Ztab,P,E) 

{ 

N=((Ztab)^2*P*(1-P))/E^2 

return(N) 

} 

For the above example, type the R code in R console/R studio and specify values in the 

statement 

Nestimate(1.96,0.25,0.025)   to get ‘N’. 

 

Sample size estimation with two Proportions: 

 

Suppose a researcher is interested in testing whether population proportions of two 

populations are the same,  𝐻0  will be𝐻0 :P1=P2 against the alternative𝐻1 :P1=P2+d where 

d is the difference in proportions. The sample size is estimated using the formula 
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N = 
(𝑍𝛼

2
 2𝑃(1−𝑃)+𝑍1−𝛽 ( 𝑝1 1−𝑝1 +𝑝2 1−𝑝2 )2

(𝑝1−𝑝2)2  , for a two tailed test. 

N = 
(𝑍𝛼 2𝑃(1−𝑃)+𝑍1−𝛽 ( 𝑝1 1−𝑝1 +𝑝2 1−𝑝2 )2

(𝑝1−𝑝2)2 , for a one tailed test. 

Where p1 and p2 are the sample proportions for sample1 and sample2 drawn from 

population 1 and population 2 respectively. 

P=(p1+p2)/2 

𝑍𝛼/2and𝑍𝛼   are the normal deviates at level of significance α.  

𝑍1−𝛽 is the normal deviate at (1-β)% power. 

 

Example:Past experience shows that 15% of products manufactured by company A is 

defective and 20% of the product manufactured by company B is defective. Determine the 

sample size required at 5% level of significance and 90% power to test whether there is 

significant difference in proportion of defectives between the two companies. 

N = 
(1.96 2(0.175)(1−0.175)+1.28( 0.15 1−0.15 +0.2 1−0.2 )2

(0.15−0.2)2 =1210 

 

R code: 

 

Nestimate<-function(Ztab,Zpower,p1,p2) 

{ 

P=(p1+p2)/2 

N=((Ztab*sqrt(2*P*(1-P)))+(Zpower*sqrt(p1*(1-p1)+p2*(1-p2))))^2/(p1-p2)^2 

return(N) 

} 

For the above example, type the R code and specify values in the statement 

Nestimate(1.96,1.28,0.15,0.2)   to get ‘N’. 

 

Sample size estimation for Proportion in survey type of data: 

 

In survey type of data, sample size depends on the sampling design used. It is ‘1’ for 

Simple Random Sampling and higher values(1 or 2) for Cluster sampling, Stratified and 

Systematic sampling. The sample size is estimated using the formula 

 

N = 
(𝑍𝛼

2
 ) 2  P 1−P ∗D    

𝐸2  

 

Where D is design effect. 

𝑍𝛼/2is  the normal deviate at level of significance α.  

P is the proportion of event of interest. 

E is the margin of error allowed by the researcher. 

Generally, E will be 10% of P. 
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Example:Previous literature gives the estimate of obesity at 20% in the population to be 

surveyed, assuming 5% level of significance and 10% margin of error, the sample size is 

calculated as[1] 

N = 
(1.96 ) 2  0.20 1−0.20 ∗1    

(0.1∗0.2)2 =1536.64=1537 

 

R code: 

Nestimate<-function(Ztab,P,D,E) 

{ 

N=((Ztab)^2*P*(1-P)*D)/E^2 

return(N) 

} 

For the above example, type the R code in R console/R studio and specify values in the 

statement  

Nestimate(1.96,0.2,1,0.02)   to get ‘N’. 

 

Sample size estimation for Case control studies: 

 

In Case control studies, two independent samples are identified based on a 

binary(yes/no) response variable. The Odds ratio is a useful measure of association in 

Case control studies. If 𝑃1 and 𝑃2 

are the proportions of cases and controls respectively, 

 

Odds Ratio OR =
𝑃1(1−𝑃2)

𝑃2(1−𝑃1)
 

 

The sample is estimated using the formula 

 

N= 
(1+𝑟)2 (𝑍𝛼

2
+𝑍1−𝛽 )2

𝑟 𝑙𝑛𝑂𝑅  2[𝑝(1−𝑝)]
 

 

Where 

𝑍𝛼/2is the normal deviate at level of significance α. 

𝑍1−𝛽 is the normal deviate at (1-β)% power. 

p is the  prevalence of exposure in the general population. 

 

Example:The prevalence of vertebral fracture on a population is 25%.When the study is to 

estimate the effect of smoking on the fracture, with an odds ratio of 2 and at the 

significance level of 5% (one sided test) and power of 80% the total sample size for the 

study of equal sample size can be estimated by[1] 

 

N=
(1+1)2(1.64+0.84)2

1(𝑙𝑛2)2[0.25 1−0.25 ]
= 274 

 

R code: 
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Nestimate<-function(r,Ztab,Zpower,Or,p) 

{ 

N=((1+r)^2*(Ztab+Zpower)^2)/(r*(log(Or))^2*(p*(1-p))) 

return(N) 

} 

 

For the above example, type the R code in R console/R studio and specify values in the 

statement  

Nestimate(1,1.64,0.84,2,0.25)   to get ‘N’. 

 

Sample size estimation for Cohort studies: 

 

In Cohort (Prospective) studies, two samples are identified based on the presence or 

absence of an explanatory factor. The two samples are observed in future time for the 

binary response variable. The measures of Relative Risk are useful in Cohort studies. 

Here, Relative Risk is estimated to within ε of the true population mean[6]. 

The sample size is estimated using the formula 

N= 
(𝑍𝛼

2
)2[

(1−𝑃1)

𝑃1
+

(1−𝑃2)

𝑃2
]

[𝑙𝑛 (1−𝜀)]2  

 

Where  

𝑍𝛼/2is the normal deviate at level of significance α. 

𝑃1and𝑃2are the proportions of those who develop the disease under exposed and 

unexposed groups respectively. 

 

Relative Risk   RR=
𝑃1

𝑃2
 

 

Example:Suppose an outcome is present in 20% of the unexposed group of a cohort study, 

how large a sample would be needed to estimate the relative risk to within 10% of the 

true value, which is believed to be around 1.75, with 95% confidence? 

 

Here 𝑃2=0.2 

Therefore 𝑃1= RR(𝑃2)=1.75(0.2)=0.35. 

 

So, N=
1.962[

(1−0.35)

0.35
+

(1−0.2)

0.2
]

[𝑙𝑛 (1−0.1)]2  =2027. 

 

R code: 

 

Nestimate<-function(Ztab,RR,p2,epsilon) 

{ 

p1=RR*p2 

N=((Ztab)^2*(((1-p1)/p1)+((1-p2)/p2)))/((log(1-epsilon))^2) 

return(N) 
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} 

 

For the above example, type the R code in R console/R studio and specify values in the 

statement  

Nestimate(1.96,1.75,0.2,0.1)   to get ‘N’. 

If 𝑃1 is available, then write p2=p1/RR instead of p1 within flower brackets and replace 

p2 with p1 in function command. 

 

Sample size estimation with correlation coefficients: 

 

In a study involving estimation of correlation coefficient ‘r’, between variables X and Y, for 

testing the hypothesis 𝐻0 : 𝑟 = 0 against 𝐻1 : 𝑟 ≠ 0 , the sample size is estimated using the 

formula 

 

N= 
(𝑍𝛼

2
+𝑍1−𝛽 )2

1

4
[𝑙𝑜𝑔𝑒 

1+𝑟

1−𝑟
 ]

 +3 

 

Where  𝑍𝛼/2    is the normal deviate at level of significance α. 

𝑍1−𝛽 is the normal deviate at (1-β)% power. 

r is the correlation coefficient. 

Example: The correlation coefficient between salt intake and systolic blood pressure is 

0.3. Estimate the sample size required to test this correlation in a population at 1% level 

of significance and power 90%. 

 

N= 
(2.58+1.28)2

1

4
[𝑙𝑜𝑔𝑒 

1+0.3

1−0.3
 ]

 +3 =99 

 

R code: 

 

Nestimate<-function(Ztab, Zpower ,r) 

{ 

N = (Ztab+Zpower)^2/(0.25*(log((1+r)/(1-r))))+3 

return(N) 

} 

For the above example, type the R code in R console/R studio and specify values in the 

statement  

Nestimate(2.58,1.28,0.3)   to get ‘N’. 

 

Sample size estimation for difference between correlation coefficients: 

 

If the study is involving estimating the difference between two correlation coefficients 𝑟1 

and  𝑟2that are obtained from two independent samples of sizes 𝑛1 and 𝑛2 respectively for 

testing the hypothesis  

𝐻0 : 𝑟1 = 𝑟2against𝐻1 : 𝑟1 ≠ 𝑟2 then the sample size is estimated using the formula 
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N= 
4(𝑍𝛼

2
+𝑍1−𝛽 )2

(𝑍1 − 𝑍2)2   

 

Where 

 

𝑍1 = 
1

2
𝑙𝑜𝑔𝑒  

1+𝑟1

1−𝑟1
  

 

 

𝑍2 = 
1

2
𝑙𝑜𝑔𝑒  

1+𝑟2

1−𝑟2
  

 

Example : Sample size required to estimate the difference between two correlation 

coefficients 0.4 and 0.8 is at 5% level of significance and 90% power is 

 

 

𝑍1 = 
1

2
𝑙𝑜𝑔𝑒  

1+0.4

1−0.4
 = 0.424 

 

𝑍2 = 
1

2
𝑙𝑜𝑔𝑒  

1+ 0.8

1− 0.8
 = 1.098 

 

N= 
4(1.96+1.28)2

(0.424−1.098)2 =92 

 

 

 

R code: 

 

Nestimate<-function(Ztab, Zpower ,r1,r2) 

{ 

Z1=0.5*log((1+r1)/(1-r1)) 

Z2=0.5*log((1+r2)/(1-r2)) 

N = 4*(Ztab+Zpower)^2/(Z1-Z2)^2 

return(N) 

} 

For the above example, type the R code in R console/R studio and specify values in the 

statement  

Nestimate(1.96,1.28,0.4,0.8)   to get ‘N’. 

 

Conclusion 

 

A research design with less sample size is unscientific and inconclusive where as a 

research design with larger than required sample size is unnecessary as it leads to waste 

of resources, time and energy. So, it is very essential to have optimum sample size. A 

sampling design which is scientific with the optimum sample size and minimum of 80% 
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power is highly reliable. This paper gives R code for estimating sample size to facilitate 

the researcher to maintain high standard of research. Many examples of sample size 

estimation have beenpresented with the formulae for N and the R code. 
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Tables & Figures 
 

Actual fact Decision taken based 

on the sample 

Decision Error Notation 

𝐻0  is true Accept 𝐻0  right - - 

𝐻0  is true Reject  𝐻0  wrong Type 1 α 

𝐻0  is not true Accept  𝐻0  wrong Type 2 β 

𝐻0 is  not true Reject  𝐻0  right - 1-β 

Table 1 

 

α 𝑍𝛼(One tailed) 𝑍𝛼/2(Two tailed) 

0.20 0.84 1.28 

0.15 1.04 1.44 

0.10 1.28 1.64 

0.05 1.64 1.96 

0.01 2.33 2.58 

0.001 3.09 3.29 

                                                                Table 2 

 

Power 𝑍1−𝛽  

0.70 0.52 

0.75 0.67 

0.80 0.84 

0.85 1.03 

0.90 1.28 

                                                  Table 3 

 

 
                                     Fig 1 


